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Synonyms 

Mixed Reality ; Virtual Reality ; Augmented Reality ; Holographic Augmented Reality ; Storytelling ; 
Presence ; Gamification ; Cultural Heritage ;  
 

Definition 
 
Mixed Reality as display technology, gamification as motivational element, storytelling as interaction 
metaphor while maintaining the feeling of Presence, are identified as key elements for defining the 
next generation of virtual museums. 
 

Introduction 
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Storytelling, presence and gamification are three basic fields that need to be taken into account when 
developing novel mixed reality applications for cultural heritage, based on the recent renaissance of 
commercial VR and AR hardware. This survey aims to cover a gap in the bibliography and the last 
relevant surveys of [2], [3], [4 and [5] which are more than seven years old whereas some of these 
topics are mentioned in several different chapters within [7] but not in single, comparative study. 
Section 1 of this survey covers the state-of-the-art in storytelling for cultural heritage and virtual 
museums, Section 2 the role of Presence and Section 3 the usage of Gamification principles. In the 
last Section 4 a comparison amongst latest methods in the above areas is presented. 

 

1. The role of storytelling in cultural heritage  

1.1 Storytelling in museums 

Museums have realized the value of storytelling the second half of the 20th century. Nowadays 
museums find themselves competing with the large offer of cultural products coming not only from 
the cultural sector, but also from the entertainment industry. Therefore, museums need to differentiate 
and make their products more appealing and attractive to a variety of audiences. Influenced by the 
‘new museology’ concept and the transformation of the museological practice, which refer to a shift in 
the social roles of museums encouraging new styles of communication and expression, in contrast to 
the ‘cultural authority’ of museums based on classic, collections-centered models, museums have 
changed.  

Museums can act as primus inter pares (first among equals) and create a direct communication with 
the visitors, in which museum is the communicator, and the visitor is the receiver, and vice versa 
providing the visitor the opportunity to actively participate in the story. Museums can have a 
conversation with the visitor, which can share her/his experiences and personal views. To this end, 
recent AR/VR commercial h/w technological advances enable the use of sophisticated tools to deliver 
virtual museum stories and information in a number of ways for experience enhancement, knowledge 
construction and meaning making [53]. 

 

1.2 Storytelling using AR and MR (merging AmI installations with mobile devices and 
physical artifacts through stories)  

1.2.1 Storytelling in Mixed Reality 

Static visualizations have been traditionally employed to support storytelling in the form of text, 
diagrams and images. The adoption of dynamic approaches utilizing state-of-the-art 2D and 3D 
graphics is emerging in an effort to explore the full potential of interactive narration. Rather than 
simply constituting an additional layer to exhibitions, the enhancement of CH institutions through 
interactive MR exhibits add value to the overall user experience [41], especially if combined with 
personalization to each user’s interests [42]. Interactive storytelling in MR environments bridges 
digital and physical information, augmenting the real world and offering interaction which 
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corresponds to the user’s actions in the physical space. Storytelling can be employed for associating 
tangible and intangible information; such an example is [43], where the authors compound 
information for the promotion of indigenous cultural heritage.  

1.2.2 Storytelling Authoring 

Authoring refers to the process of creating narrations that form a digital story. In terms of authoring, 
the most common story types are character-based stories [45], linear timeline based stories [46 and 47] 
and ontology-based stories [48]. In terms of authoring virtual worlds, [49] present an editing 
environment for facilitating the construction of 3D museums. Additionally, narratives description and 
structuring is also performed using authoring tools. Ardito et al. [50] create a similar tool for 
storytelling creation and customization, focusing on the aspects of smart objects integrated in CH 
installations. Modern cameras are equipped with depth sensing capabilities allowing the real time 
scanning of surroundings with sufficient detail. Such cameras are increasingly being adopted by 
consumer smartphones, such as the Google Tango compatible devices [51]. Therefore, such 
approaches can facilitate augmented reality environment rapid prototyping and authoring in a 
straightforward manner without requiring user expertise on computer science. 

 

2. The role of presence in cultural heritage  

‘Presence’ refers to the phenomenon of people behaving and feeling as if they “are there” in the 
virtual world created by computer displays [7]. It is an incredibly powerful sensation, which is unique 
to MR, as it is not possible to recreate it in any other medium. 

2.1 The role of illumination in MR presence for cultural heritage  

2.1.1 Introduction 
There are two key components that are necessary in order to achieve the right illumination and thereby 
a high sense of presence in a MR cultural heritage environment: authentic appearance of the light and 
the correct dynamic range. Prior to the introduction of electricity, past societies relied entirely on 
daylight and lighting from flames for illumination. Any MR cultural heritage environment which is lit 
by modern lighting would thus not be authentic. In addition, the real world contains a wide range of 
lighting conditions, from dark shadows to bright sunshine. The MR environment needs to recreate this 
dynamic range of a scene. Where this is not possible using existing technology, techniques such as 
tone mapping need to be used.  

2.1.2 High Dynamic Range (HDR) Environments 
The dynamic range in a scene is defined as the ratio between the darkest part of the scene and the 
brightest. While the human visual system is able to adapt to the full range of light in a scene, 
traditional (also known as Low Dynamic Range (LDR)) imaging is not able to capture or display a 
dynamic range of more than 256 to 1 (8 stops). High Dynamic Range (HDR) imaging, on the other 
hand, by using 32 bit IEEE floating point values to represent each colour channel, can capture and 
display all the visual data in a scene. Failure to capture the full range of visual data can lead to 
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important information being missed due to under- or over-exposed regions in the image. Even if a 
scene has been captured, or created in HDR, detail can still be lost when the image is subsequently 
displayed on a device which is not HDR. In such a case, the HDR images need to be tone mapped in 
order to attempt to preserve the perception of the real scene on the LDR device. Many tone mapping 
operators (TMOs) have been presented over the years. More recently new TMOs have needed to be 
developed specifically for displaying 360o HDR images on head mounted displays (HMDs) which are 
not yet HDR display devices. This is because the lighting in a full environment can vary significantly 
depending where the person is looking. HDR imaging is especially important in MR environments to 
ensure the virtual objects are relit with the same levels of lighting as in the real scene. As such, HDR 
is increasingly being been used within CH applications to improve their authenticity. 

 
2.2 The impact of virtual narrators to presence in Virtual Museums  

One of the important aspects which enhances the feeling of presence in CH [6] is the interaction with 
and behavior of the virtual narrators. These narrators should have human-like behaviors, so that the 
visitors will feel like the virtual narrator that is speaking to them is real and that he/she is in the same 
room with them. An issue that rises at this point is how a virtual narrator can be as realistic as 
possible, with human-like behavior and characteristics. For a virtual character to look as real as 
possible, it is not enough just to create him/her programmatically with code. It would be more realistic 
if that character could be reconstructed out of a real human. That way, the appearance of the character 
would resemble the appearance of the real person based on whom this character was reconstructed. 
This can be realized by scanning a real person with the OccipitalÔ depth sensor, specially designed 
for this task. The photogrammetric method is one of the best methods yet to reconstruct the texture of 
a real person. By scanning the person with the special sensor mentioned before and applying the 
texture, a 3D model of that person can be created. That way, a 3D model of a real person will be able 
to be used in computer graphics and mixed reality applications, in order to tell a story and 
communicate with the people that will use the specific mixed reality application, as shown in the 
figures below [6]. 

                  
Figure 1. The hologram of the priest of the Asinou church 
and the viewer interacting via gestures through Microsoft 

HoloLens, in the ITN-DCH project. [6] 

Figure 2. Digitization of the priest of Asinou 
church (to reconstruct his 3D model as a virtual 

narrator) using the Structure Sensor. [6] 
 

2.3 Mobile AR interactive applications for Virtual Museums  

Mobile Augmented Reality Systems (MARs) are increasingly currently being tested in rich-content 
heritage environments by both creative professionals and laymen. Recent mobile hardware such as 
GPU-enhanced, multicore smartphones and novel untethered AR headsets (e.g. HoloLens by 
Microsoft) pave the way for a new breed of AR services and applications however there are a number 
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of issues to consider which regard the aspects of information presentation and physical interaction [6], 
[7], [17]. With respect to direct hand interaction there are limitations in handheld devices where the 
free hand is used for interaction with the 3D objects (e.g. small screen size, unsuitability of point and 
click gestures for manipulation, finger occlusion) whereas in HMDs hands are an intuitive input 
channel although bimanual interaction cannot ensure better performance than single hand interaction 
and it is important to optimally assign functions to two hands. For example, in recently introduced 
ARKit by Apple, which represents a commercial tipping point in terms of mass-market adoption of 
AR technology, interactions are kept simple with object’s movements restricted on a plane, and the 
possibility of recognition of conflicting gestures. On the HMD side Microsoft Hololens although it has 
promised a hands-free experience, interaction can be frustrating given the limited field of view and the 
misreading of gestures. Although the promise of MARs is turning into reality the technical challenges 
with respect to computational efficiency, information retrieval from different data sources, marker-
less detection, hand gesture recognition performance still affects the overall user experience when 
interacting with MARs. 

2.4 Immersive experiences for interaction with cultural heritage  

2.4.1 Mixed Reality Installations 

Mixed reality has the potential not only to increase motivation to learn, but also to raise interest on 
CH. Thus, CH institutions can increase their appeal and enhance visitor engagement through 
interactive installations that include public displays [24]. In addition to improving the aesthetic 
experience, mixed reality environments have influence on visitor experience, thus favoring the 
probability of revisiting a specific attraction [25]. Apart from providing an enjoyable experience, 
mixed reality installations can facilitate cultural awareness, historical reconstruction and heritage 
awareness. State-of-the-art approaches are not limited to installations in indoor spaces [26], but can 
also involve vehicles that act as portable kiosks [27]. 

2.4.2 Setups and interaction 

Interactive installations in public spaces such as in CH institutions have certain requirements in terms 
of interaction and setup. The installations need to adapt to fit to the space available, provide content 
which interests both domain experts and non-expert users and also present thorough information on 
demand [28]. At the same time, the system design should provide information immediately and 
support straightforward interaction techniques. Multi-user interaction with public displays is an open 
issue and constitutes an active area of research. Once people approach the interactive display, they 
decide their actions with regard to the system. Especially in the context of MR applications, the 
establishment of interaction with a public display involves transitioning from implicit to explicit 
interaction [29] as the users become engaged to the pervasive display.  

Tangible interaction is a form of interaction with mixed reality installations in which physical items 
act as mediators between the users and the environment. One aspect of tangible interaction refers to 
physical objects are simply the medium of communicating information. For instance, physical paper is 
employed as a portable display, augmenting maps or glass-protected models [30]. Interactive Maps 
[31] is a mixed reality application, where printed maps are augmented with additional multimedia 
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information. Furthermore, tangible interaction can involve objects which have meaningful substance 
with a semantic meaning, such as smart objects (i.e. physical items equipped with sensors such as 
RFID tags). Smart objects can facilitate related information in its context of use [32].  

2.4.3 Bridging worlds: combining AR, MR and VR 

Digital Cultural Heritage content is combined with physical 3d replicas [35] in order to provide a 
virtual tour in architectural sites using MR. This approach has the advantage of moving in a wall-
projected 3D virtual environment while placing a physical model in front of the users to act as a 
minimap assisting navigation. Head-mounted displays are employed in the context of CH foundations 
for holographic AR and additionally support VR visualizations [36]. VR can act as a medium to 
visualize CH exhibits otherwise unavailable to users as well as re-enactments of historical events 
offering hands-on experience regarding unattainable content. Such indicative examples of VR usage 
are elements which are under conservation or even stolen [38] and such as the battle of Thermopylae 
[37] respectively. A different approach for mixing realities involves using tangible objects are 
souvenirs which summarize narratives as they were presented to users [39], acting as personalized 
keepsakes of their visit in CH institutions. Finally, an interesting approach at Geevor Tin Mine 
Museum [40] combines AR, VR and 3d printed objects with the common goal of adding value to the 
overall user experience. The technologies are employed for enriching visits (AR), providing access to 
inaccessible areas (VR) and souvenirs which the users can keep respectively (3D printing). 

 

3. The role of gamification in cultural heritage  

Gamification has been applied to a number of application domains including CH and it is a popular 
approach to increase the entertainment and thus the motivation factor of users [8]. It is different from 
computer games even if it shares a lot of common theories and practices of development. It is 
considered to be one of the more recent developments of computer games design principles that have 
been researched since their appearance [9]. A major objective of gamification is the improvement of 
users’ engagement and can provide positive effects, but the effects are heavily dependent on 
personalization [10]. Recently, an interactive tool called PhotoTrip was presented that can 
autonomously recommend CH locations along travel itineraries [11]. The application can identify 
these points of interest by gathering pictures and related information from social media and then 
provide suggestions and recommendations.  

Gamification elements also exist in a number of simulations ranging from serious games to virtual and 
augmented reality. Similarly, edutainment and gamification is argued to be common recurring themes 
in the fields of education and cultural communication [12]. In terms of virtual reality, gamification 
elements were recently shown in a kinesthetic application of sculpturing Cycladic figurines [13]. The 
user takes the role of an ancient craftsman who creates a figurine with bare-hand in a virtual reality 
environment. In another study, an immersive virtual underwater environment was developed to 
explore Mazotos shipwreck site and get relevant information about it and its contents [14].  

In the following sections, key recent MR projects with rich gamification elements are presented. 
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3.1 Playful Interaction with Cultural Heritage Exhibits (improved UX)  

Immersion is based on covering physically a person’s stimuli, namely vision, spatialized sound and 
haptic feedback [18]. Haptic feedback [19] is examined in literature as an additional means of 
enhancing immersion. Kosmalla et al. [20] combine tactile feedback from physical worlds with a 
virtual rock climbing environment in combination with full body movement and exertion. Immersion 
is also strongly related to the interaction process: in addition to perceiving a Mixed Reality (MR) 
application with human senses, the interaction modality employed constitutes a decisive factor in 
feeling of immersion and the overall user experience. Contrary to mission critical domains such as a 
working environment, CH applications belong to a field in which users are more open to novel 
alternate interaction modalities. Requirements such as precision and efficiency are not fundamental in 
such a context, as users may be willing to sacrifice precision and overrule tiredness for entertainment 
and playful user experience [21]. Playfulness encourages exploration, foster creativity and stimulates 
social interaction by entertaining users and allowing them to escape from the reality [22]. Playful 
interaction is employed for attracting users towards public installations and therefore facilitating user 
engagement [23].  

3.2  Re-Play: A Cultural Heritage Project That Allows To Replay Ancient Games  

In Europe only, there are over 3000 Traditional Sports and Games (TSG). The EU project Re-Play has 
focused on two families of TSG (Gaelic and Basque), that are integral to the fabric of their 
communities of origin and have successfully staved off this trend of convergence. The group at 
MIRALab, University of Geneva, has focused on the development of a realistic real-time animation 
and rendering platform that enabled the visualization of the virtual national sport heroes as well as the 
visualization of avatars representing the local heroes [57]. This state-of-the-art animation-rendering 
system includes dynamic muscle effects, which are modelled over the skin using a novel GPU 
approach. Based on existing MRI datasets and accurate reconstructed 3D models, the Re-Play 
platform computes the displacement map and assigns weights to each coordinate in the displacement 
map based on EMG measurements. To increase the feeling of immersion, photo-realistic 3D models 
acquired using a 3D scanner have been employed to animate and render the virtual sport heroes.  

3.3 Gamification applications for folklore dance  

Intangible Cultural Heritage (ICH) includes fragile expressions mainly transmitted orally or by 
gestures from one generation to the next. In order to support the learning and transmission of ICH 
expressions, gamification can also be used. Based on the theory of “experiential learning” [Kolb, D. 
A., 1984. Experiential learning: Experience as the source of learning and development. Englewood.], 
one of the main pillars of game-based learning, the acquisition of learning is achieved by observing, 
reflecting, mentally representing and enacting movements. In accordance with this theory, within the 
i-Treasures [15] project, a number of game-like applications for sensorimotor learning of specific 
dance types and other activities involving full body gestures were designed and developed to support 
the learning and transmission of a number of ICH expressions. Specifically, a serious game 
application for transmitting ICH knowledge concerning the Greek traditional dance “Tsamiko” was 
developed [16] and shown in the figure below. The game was structured as a set of activities, aiming 
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to teach different variations of the dance allowing users to learn by either observing experts’ pre- 
recorded movements in the Observe mode or by starting practicing the dance step sequences 
respectively in the Practice mode (Fig. 3). 

  
Figure 3. Observe and Practice screen of Tsamiko’s gamified application within the 

i-Treasures EU project [16]. 
During the practice mode the learner is expected to imitate the moves of the expert avatar displayed 
on the screen. The addition of a virtual tutor to correct/manipulate/guide the user by providing visual 
and audio feedback was also supported in order to encourage the learners ‘participation’ and 
engagement. 

 

4. Survey of Recent MR methods for Virtual Museums 

In the Table 1 below, a summary of key papers in the last seven years, after the last relevant survey 
paper from [5] is presented. Although there is no specific MR method that features gamified 
storytelling with heightened interaction that still maintains full immersion and the feeling of presence, 
several conclusions and recommendations for next lines of research can be drawn and summarized.  

The MR technologies that are used in the key papers (located in the Table 1 below) contribute to the 
preservation of cultural heritage, each one with its own level of storytelling, presence, gamification, 
interaction and tracking methods. Since all of the installations below are MR applications, many of 
them take into account the gamification field, in order for those applications to be interesting and fun 
for the viewers. Some of them include storytelling elements (e.g. Papefthymiou et al. [6], Pedersen et 
al. [36]), which are used to inform the viewers about the story of a monument, for instance, thus 
contributing in cultural heritage curation. Furthermore, it can be noted that most of the MR methods 
below support partial immersion and few of them support full immersion. The term “immersion” is 
included in purpose as it can be easily quantified based on the display, whereas “Presence” is elusive 
and depends on many parameters and thus difficult to be provide that holds true throughout a 
simulation. VR HMDs thus support full immersion, whereas AR and holographic AR support partial 
one. Moreover, some applications that run tethered with a computer and do not support VR or AR 
provided no immersion at all. The majority of these key papers use mobile AR or holographic AR and 
that explains the majority of the partial immersion entries on Table 1. A recommendation at this point 
would be that there should be more MR applications that support desktop or mobile VR with full 
immersion, as it creates a more realistic experience for the viewers because they do not have access to 
the real world and the feeling of presence is respectably higher than it is with partial immersion. These 
technologies can also be categorized in two additional categories, tethered and untethered, according 
to if an installation needs to be connected to a PC or not (standalone device) respectively. An example 
of an untethered MR technology, which can be found in the table below is the Papaefthymiou et al.[6], 
which uses the Apple Ipad Pro device in order to run. It uses Apple’s ARKit for camera tracking. The 
viewers’ movements are not limited by cables (since no cables are used), which enhances the feeling 
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Table 1. Comparison of recent MR methods for virtual museums. 

of presence as their movements would not be limited if they were exploring the real monument. Also, 
gamification and storytelling elements are supported and along with the feeling of presence and 
freedom of movements, all those elements create the perfect experience for the viewers. Another 
version of this work runs on the Microsoft Hololens Holographic AR HMD, which is also an example 
of untethered AR. 

 
 
On the other hand, there are some great MR applications (e.g. Pedersen et al. [36], Drossis et al.[34], 
Tisserand et al.[57]), which support gamification and/or storytelling elements, but they limit the 
movements of the viewers due to the existence of cables or need of a connection with a desktop PC. 
Although these applications are impressive and greatly contribute to cultural heritage preservation, 
they restrict the freedom of movement to the users, which in some cases may disrupt the feeling of 
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presence. Based on this discussion, it is recommended for MR applications to be able to run in MR 
installations that do not restrain the movements of the viewers in any way. Without restriction of 
movements and with full immersion the experience of a viewer will reach very high levels. Finally, 
SpatialStories [4], a very recent commercial effort, is a toolset for real-time interactive VR/AR 
experiences featuring storytelling for non-programmers. Although it has not yet been fully tested, 
from information gathered from their website, its manual and its videos it poses a promising 
commercial solution in contributing to MR cultural heritage applications.    
 
5. Conclusions  

In conclusion, the ability to innovate in the field of MR gamified storytelling while maintaining 
presence in the virtual museums of the future, will be directly related to the ability to find synergies 
between the above fields of knowledge, without forgetting that new technologies can play a 
transcendental role in this equation. And as the quintessential reductive machine, MR technologies are 
employed as the device that will restore its unity through multiplicity and fragmentation. Hence this 
work needs to be considered as a further step towards reconciliation and a renewed mutual beneficial 
relationship between humanities, social sciences and computer science.   
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